
One Gigasample Per Second Data Acquisition Using Available Gate Array Technology

K.W. Wagner

NASA Goddard Space Flight Center, Greenbelt, MD 20771

Abstract

A new National Aeronautics and Space Administration

instrument forced demanding requirements upon its altimeter

digitizer system. Eight-bit data would be generated at a rate

of one billion samples per second. NASA had never before

attempted to capture such high-speed data in the radiation,

low-power, no-convective-cooling, limited-board-area

environment of space. This presentation describes how the

gate array technology available at the time of the design was

used to implement this one gigasample per second data

acquisition system.

I. INTRODUCTION

NASA Goddard Space Flight Center is building an

instrument that will measure the height of the earth's polar

ice caps. An instrument aboard a polar orbiting satellite will

fire a laser at the earth. A portion of the laser's outgoing

photons is immediately shunted back to the instrument's

detector. A small portion of the laser's photons is reflected
off the earth and return to the instrument's detector. The

detector generates a voltage based on the rate at which

photons are striking it. We measure the amount of time
between the detector receiving the shunted outgoing photons

and the reflected incoming photons. Using this measured

lime and the tr_iectory, of the satellite's orbit, we can calculate

the height of the earth's surface.

Since the speed of light in a vacuum is 2.9979 × 108

meters per second, light travels 1 meter in 3.3 nanoseconds.

The project's scientists determined that digitizing the

detector's voltage waveform to 8 bits at a rate of 1 gigahertz

(1 sample per nanosecond) would produce the necessa_

measurement accuracy for measuring the time between
detection of the shunted outgoing photons and the reflected

incoming photons.

II. REQUIREMENTS

The satellite will be flying in a low-earth orbit at an

altitude of approximately 600 kilometers altitude. Radiation

engineers predicted the worst-case environment of the
electronics at between 10 KRad and 30 KRad. Ray-trace

analysis is showing that this radiation number estimate is

slightly pessimistic and will be reduced based on the

instrument's physical configuration and fitrther analysis of
the orbit.

All electronics should fit on a single 8-inch by 9-inch

board, a requirement that was eventually relaxed to 8 inches
by 12 inchcs. A fifllv redundant cold spare board has bccn

allocated

WAGNER

The sequcnce of events aboard the instrument is as follows

(see Figure 1):

1) The laser is commandcd to fire every 25 milliseconds

(40 Hertz).

2) The laser fires 200±5 microseconds after the command
to fire.

3) Some outgoing photons never leave the instrument.

Rather, they are shunted back to the detector.

4) After reflecting off the earth's surface, a small number

of photons re-enter the instrument and strike the instrument's
detector.

The electronics need to be able to:

• Digitize the detector's voltage waveform during the

period that includes the time shunted outgoing photons are

striking the detector.

• Digitize the detector's voltage waveform during the

period that corresponds to 11 kilometers and includes the

expected time of the reflected photons' return.

• Filter the reflected photons' waveform. The filtering is a

digital Finite Impulse Response filter on up to 11 kilometers

surrounding the expected time of the photon return.

• Determine the exact time when the shunted outgoing

photons were detected.

• Search the filtered waveform for the exact time when the

ground return was detected. This time is determined by

searching the filtered return wavefonn to find when the

filtered value reached a programmable threshold value.

• Make an accurate measurement of the time between the

outgoing laser shot and the incoming reflected photons'

arrival.

Thc need to lnake an accurate lneasurement of the time

between outgoing and incoming photons led to a design
decision. In order to save memo_', the digitized waveform

could have been saved only during outgoing and incoming

periods. If this were done, no memory would be needed for

the period when the photons were traveling to and from earth.
However, it was determined that it would be too difficult to

turn collection off and on at precise times to accurately

measure the time between outgoing and incoming photons.

Instead, a large amount of inemoo' will be used so that the

acquisition to memory will not have to be turned off and on

during the laser shot. Digitized detector vollages will be
written continuously to consecutive memory locations at 1

gigasample per second from the time when the command to
fire is issued, through the time of outgoing photons, through
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Figure 1: Instrument Event Timing

the travel time to earth and back, and past the time of arrival

of incoming photons. To calculate the time between outgoing

and incoming photons, the software needs only to find the
difference between the addresses of the two events and

convert the difference to time using a factor of 1 nanosecond

per sample. In an orbit of 600 kilometers, it takes

approximately 4.5 milliseconds for the laser's photons to
travel to the earth's surface and back. At 1 nanosecond per 8-

bit sample, 4.5 million b31es of memory are needed to store
the entire waveform.

III. INITIAL SIMPLE ASIC APPROACH

The original simple concept was to use Rambus

technoio_" and high-speed Application Specific Integrated

Circuits (ASICs) (Figure 2).

Analog Io

digital

converter

Figure 2:

Diagram

_..I ASIC _ RAMBUS I

Initial Simple AS1C Approach Block

Rambus is a CMOS memo_ standard being used bv the

computer industD'. It has a high-speed serial interface

allowing for write and read operations at greater than 500

megabytes per second using formatted packets. Rambus uses
a serial addressing and command scheme which leads to a

low pin count and small package size. The Rambus protocol
uses small-swing voltages to achieve high data rates, with the

lypical VLc, to VFu swing being 1.15V. Many major computer-
industry memory manufacturers presently produce Rambus-

based products.

Each ASIC in the system would provide interfacing

between three blocks (Figure 3): The analog-to-digital (a/d)
converter block with its txvo 500-MHz emitter-coupled-logic

(ECI,) output channels: the CMOS Rambus block with its
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250-MHz clock, 500-MHz data lines, and odd logic-level I/O;

and the executor block global bus with a CMOS digital signal

processor (DSP) at its center.

This simple design could not be implemented for several

reasons. No programmable logic devices could be found that
would meet the interface level and speed requirements of this

design. Nor could a programmable logic device be found that
could collect and store the a/d converter data and write it to

the Rambuses in bursts necessary, to achieve the greater than

500 megabyte per second write rate. ECL and Gallium

Arsenide (GaAs) ASIC manufacturers estimated the chance

of successfully manufacturing such a chip the first time

around at only 70%, and the cost of the part would be huge.
Additional versions of the ASIC to correct the errors would

also be expensive.

IV. COMPLETELY DISCRETE APPROACH

With the ruling out of the simple approach of an ASIC

ser_'ing as an interface directly between the three blocks, the

design effort moved toward a completely discrete approach.
In the completely discrete approach (Figure 4), the a/d

converter outputs are saved into a series of ECL latches.
These discrete latches slow down the data from its dual 500-

MHz channels to a speed that can be written directly to

regular Static Random Access Memories (SRAMs). While
half the latches are receiving data, the other half remain
stable while their data are written to the SRAMs through a

field programmable gate array (FPGA). The gate array

generates the necessary control and address signals to the
SRAMs and ECL logic. Lockheed Marlin and White
Microelectronics manufacture SRAMs that are 128K 32-bit

words per chip and 20-nanosecond cycle write time.

Because the slowdown of the data is now being done in

many discrete ECL parts rather than in a gate array, the
board space required is now larger than the allocation. The

power to drive the ECL parts is also too large because, unlike

CMOS parts, ECL pails" poxvcr consumption is too high and

independent of the operating frequency. The pin count of the

gale array would be too large for known devices because it
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Figure 3" Simple Design's ASIC Functions

interfaces with a large number of ECL latches and there are

many data and address pins on the SRAMs.

V. COMBINED SOLUTION

The solution was to combine the two approaches (Figure

5). ECL discrete latches demultiplex the a/d convener

outputs to slow them down. Eventually the data are stable on

each channel long enough so that it can be latched into gate

arrays. In the gate array the data are further latched to slow it

down until the gate array can latch the data into the SRAMs.

This solution lowered the number of ECL discrete latch chips

to an acceptable value for power and area limitations, and it

lowered the number of pins needed to interface to the

SRAMs.
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Figure 4: Complctely Discrete Approach Block Diagram
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Figure 5: The Combined Solution Block Diagram

ECL latches lower the data rate from the a/d converter's

pair of 500-MHz 8-bit channels down to twelve 83.333-MHz
8-bit channels. Each 83.333-MHz channel has its own "data

ready" signal indicating stable data is on the channel. The
twelve 83.333-MHz channels and data readies are converted

from ECL to TrL levels. Each of four gate arrays receives
three of the 83.333-MHz (12 nanosecond) channels and their

data readies. The data bytes arrive 120 degrees out of phase

from each other (that is, data arrives to a gate array every. 4
nanoseconds from one of its three connected 83.333-MHz

channels on a rotating-channel basis.) When a gate array has

received four b)les through those channels, the gate array

performs a write to a 32-bit SRAM. which is a write

frequency, of 20.833 MHz.

The gate array also serves other purposes. It decodes the

a/d converter data from gray code to binary, code. The gate

array interleaves the data from the 12 SRAMs so that it

appears to the DSP as a single 1.5 megaword by 32-bit
device. The interleaved data is fetched from all the SRAMs
in the order in which it was written to the SRAMs. not in the

order in vdfich it appcars in a parlicular SRAM.

In reviewing the parts available at the time of this design.

the Chip Express QYH580 Laser Progrannnable Gate Array

(LPGA) met the fimctional requirements. Each 304-pin gate

array allowed for thc large number of input/output (I/O) pins

that are needed: Data and data ready pins for the three input
83.333-MHz channels: address, data, and control pins for

three 128Kx32 SRAMs: and address, data. and control pins

for the DSP interface. Only 10,0()0 of the part's 80,000

NAND gates were used. The large array x_,_s needed to

satisfy the I/O pin count requirement. Carefid synthesis,

layout, and analysis allowed the LPGAs to handle the data

that each LPGA received ever).' 4 nanoseconds from one of
the three 83.333-MHz data channels connected to it. Since

the hardest part of the routing was getting the channels from

the board, through the input cell, and to the flip-flops, triple

module redundancy (TMR) architecture was used in the

LPGA design. TMR uses three flip-flops for each memory

cell, with the majority value of the flip-flops used as the

tnemo_' cell's value. This allows single event upset to an

individual flip-flop without an effect of the function of the
LPGA.

Although the Chip Express QYH580 did meet the

requirements for the design, it was not a perfect part for the

application. It is not a field programmable gate array, and as

such the manufacturer had to program the parts. Although

turnaround time is one to four weeks, this is not the same as

burning a part in our own lab. Iterations in design are

expensive. The place-and-roule tools are not in-house, which

didn't allow for extended experimenting in various

floorplans.

For future designs, it would be usefifl if there were

programmable logic devices that had advanced attributes.

Faster input cells would have been helpfld. For our

application, having a superfast internal cell speed _vas not the

most important criterion. Rather. what _as needed was apart

that could take in signals at 250 or 500 MHz. CMOS parts

that can accommodate ECL logic-level inputs or user-

spccificd inputs would have rcduccd chip count. A field

programmable part would have been hclpfid. A part that can
handle the Rambt, s interface standard would have allowed us

to design in the Rambus. a ulemor3' device being used in the

computer industry'.
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